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Research Interest

]⋆ Speech emotion recognition

• Interplay with personality.

• Multistage adaptation.

• Multimodal information interaction.

]⋆ Automatic speech recognition

• Multi-speaker.

• Emotion specific adaptation.

• Error correction.

]⋆ Speech LLM

• Speech understanding.

Education

2022.10 – now ] Ph.D in Department of Intelligence Science and Technology
Supervisor: Prof. Tatsuya Kawahara.

2021.04 – 2022.09 ] Master in Human Information Science Area
Supervisor: Prof. Okada Shogo.

2019.10 – 2022.06 ] Master in College of Intelligence and Computing
Supervisor: Prof. Longbiao Wang.

Working Experience

2024.08 – 2024.09 ] Research intern in NTT
Research: Japanese speech understanding using LLM

Honors

2022.10 – now ] Spring fellowship,
awarded by Japan Science and Technology Agency (JST).

2020.10 – 2022.09 ] Tianjin University-JAIST Collaborative Educational Program Scholarship,
awarded by Japan Advanced Institute of Science and Technology (JAIST).



Skills

Languages ] Chinese Native
English Bilingual
Japanese Elementary

Coding ] Python, Matlab, LATEX, . . .
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